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Abstract

Quality-of-service routing (QoSR), seeking to find a feasible path with multiple constraints, is an NP-complete prob-

lem. We propose a novel precomputation approach to multi-constrained intra-domain QoS routing (PMCP). It is

assumed that a router maintains the link state information of the entire domain. PMCP cares each QoS weight to sev-

eral degrees, and computes a number of QoS coefficients uniformly distributed in the multi-dimensional QoS metric

space. Based on each coefficient, a linear QoS function is constructed to convert the multiple QoS metrics to a single

QoS value. We then create a shortest path tree with respect to the QoS value by Dijkstra�s algorithm. Finally, according

to the multiple coefficients, different shortest path trees are calculated to compose the QoS routing table. We analyze

linear QoS functions in the QoS metric space, and give a mathematical model to determine the feasibility of a QoS

request in the space. After PMCP is introduced, we analyze its computational complexity and present a method of

QoS routing table lookup. Extensive simulations evaluate the performance of the proposed algorithm and present a

comparative study.
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1. Introduction

Internet multimedia applications emerge con-

tinuously in recent years. With the increase of mul-

timedia information and application classes,

Internet turns to be an integrated multimedia-

transmission network from the traditional simple

data-transmission network. However, the network

layer of Internet cannot distinguish the classes or
ed.
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requests of applications, and only fairly provide

network resources to all kinds of applications

(e.g. bandwidth, buffer and CPU resources on rou-

ters). Consequently, Internet takes best-effort for-

warding as the only one object. Therefore, such a
service of best-effort forwarding cannot satisfy dif-

ferent users and multimedia applications with the

evolution of Internet.

It becomes a challenging issue to provide differ-

ent quality-of-services (QoS) for different applica-

tions in the Internet [1]. QoS routing (QoSR)

seeks to find a feasible path that satisfies multiple

QoS constraints requested by an application. Since
there are usually a lot of paths with different char-

acteristics from a given node to another in the net-

work, QoSR is a potential solution to this problem

[2]. QoS constraints can be divided into link con-

straints and path constraints. A link constraint of

a path is the constraint of the bottleneck link in

the path, such as the bandwidth constraint. It can

be easily dealt with in a preprocessing step by prun-
ing all links that do not satisfy the constraint and

computing a path from the rest sub-graph. The

path constraint is the restriction of each link along

the path, such as delay. Since finding a feasible path

with multiple path constraints has the NP-com-

plete computational complexity [3,4], we will focus

on path constraints in the paper.

Many heuristics have been proposed for the
problem. However, these algorithms have some

or all of the following limitations [2]: (1) high-com-

putational complexity prevents their practical

applications; (2) low routing performance causes

that a feasible path sometimes cannot be found

even when it does exist; (3) some algorithms only

work for an environment with a specific network.

Furthermore, most of them use an on-line com-
putation scheme, which calculates the feasible path

when a QoS request arrives. Even if we do not con-

sider the long delay of a request induced by the on-

line calculation, the computation for each flow

may cause an insufferable computational overload

in the high-speed next-generation networks. Con-

trarily, the scheme of routing precomputation uses

an off-line procedure to calculate the routing table,
and when a request arrives at a router, the router

looks up a feasible path in the table and then for-

wards the request. In most cases, a considerable
reduction in the overall computational load could

be achieved by precomputation, especially when

the rate of QoS request arrivals is much higher

than that of significant changes in the network

state [5]. Moreover, precomputation provides the
possibility of packet-based hop-by-hop distributed

routing.

This paper proposes a novel approach, precom-

putation for multi-constrained path (PMCP). We

assume that each intra-domain router s maintains

a consistent copy of link states in the entire do-

main with k different QoS metrics. The algorithm

cares each QoS weight to b degrees. It then com-
putes B ðB ¼ Ck�1

bþk�2Þ coefficients that are distrib-

uted uniformly in the k-dimensional QoS weight

space. A linear QoS function (LQF) is constructed

for each coefficient to convert multiple QoS met-

rics to a single QoS value. Node s then uses Dijk-

stra�s algorithm to calculate a shortest path tree

rooted by s with respect to each LQF, and a part

of QoS routing table is created based on the short-
est path tree. At last, s combines the B parts of the

routing table to form an entire intra-domain QoS

routing table it maintains. For distributed routing,

the QoS routing table only needs to save the next

hop of each path in addition to the destination

and the weights of each path. For source routing,

the end-to-end path along the least QoS-value tree

should be saved in the routing table. Therefore,
when a QoS connection request arrives, it can be

routed by looking up a feasible path in the routing

table that satisfies the QoS constraints.

Experimental results show that PMCP can be

easily implemented with high performance and

high scalability. There are two major contributions

in this paper. (1) We present a mathematical model

to partition the k-dimensional QoS constraint
space, so that the feasibility of a QoS request can

(cannot) be determined by the continuous change

of k-dimensional LQF. (2) PMCP is proposed to

precompute the QoS routing table for the multi-

constrained QoSR problem.

The rest of the paper is organized as follows.

Related work is discussed in Section 2. An over-

view of the proposed PMCP is given in Section
3. We analyze LQF to give the theoretical basis

in Section 4 and PMCP is described in Section 5.

Section 6 shows the performance evaluation and
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Section 7 presents a comparative study. Finally

conclusions appear in Section 8.
2. Related work

Finding a feasible path that satisfies multiple

constraints is a NP-complete problem, for which

many heuristic algorithms have been proposed.

An extensive survey on QoSR can be found in

[2,6]. If some scheduling schemes [7,8] (e.g.

weighted fair queuing) are used, the queuing delay,

jitter, and loss can be formulated as a function of
bandwidth. The original NP-complete QoSR prob-

lem is then reduced to the standard shortest path

problem based on the dependencies among QoS

parameters [9,10]. With this approach Orda did

an extensive study [11]. However, this is not the case

for propagation delay, which needs to be taken into

account for QoS routing in high-speed networks

[12]. Furthermore, such algorithms can only be ap-
plied in networks with specific scheduling schemes.

In order to increase the applicability, pseudo-

polynomial-time and approximate algorithms have

been proposed. For 2-constrained problems, Jaffe

proposed a distributed algorithm with the com-

plexity O(n5u lognu), where u is the upper bound

of the QoS metric on a link [13]. Because its com-

plexity depends on the values of metrics (e.g., the
maximum link metric) in addition to the size of

network, it is called a pseudo-polynomial-time

algorithm. Approximate algorithms have been

proposed for the DCLC problem [14,15]. For an

arbitrary e > 0, these algorithms can find a path

in polynomial time. Not only is the delay con-

straint of the path satisfied, but also its cost is less

than (1 + e) times the optimal cost. For example,
Lorenz proposed the algorithm with computa-

tional complexity O(nm logn log logn + (nm/e))
[15]. The complexity of such algorithms increases

heavily for improving the performance.

In order to decrease the complexity, heuristics

have been proposed based on the convergence of

multiple metrics. Jaffe used the linear function

g(p) = a1w1(p) + a2w2(p) to solve 2-constrained
problems first [13]. As his conclusion, for a given

constraint vector (c1,c2) of a QoS request, when

a2=a1 ¼
ffiffiffiffiffiffiffiffiffiffiffi
c1=c2

p
, the path found by Dijkstra�s algo-
rithm with minimizing g(p) can be feasible with

maximum probability. Neve proposed TAMCRA

[16] and its reformation SAMCRA [17] for multi-

constrained problems based on nonlinear function

gkðpÞ ¼
Pk

l¼1ðw1ðpÞ=c1Þk. Because the path with
minimum gk(p) cannot be found in polynomial

time for the nonlinear characteristics, the algo-

rithm uses the variant of Dijkstra�s algorithm to

find and store K undominated paths on each node

with the complexity of O(Kn log (Kn) + K3km).

Korkmaz proposed H_MCOP for the multi-

constrained optimal-path problem by marking la-

bels reversely [18]. This algorithm marks each node
by running Dijkstra�s algorithm reversely with

g1(p). When it then runs Dijkstra�s algorithm for-

ward with gk>1(p), it considers both the labels

marked reversely and the tree partly constructed

forwardly. Although such a forward process cannot

guarantee to find the path with minimum gk>1(p),

the algorithm achieves a good performance.

However, most of the proposed QoSR algo-
rithms use an on-line scheme, which is difficult to

layout in the high-speed next-generation networks.

To improve the scalability, the off-line (precompu-

tation) scheme seems to be a good choice [5]. Yuan

presented a limited granularity heuristic and a lim-

ited path heuristic [19]. The former limits the met-

ric of each link and the latter limits the size of

the routing table directly. The latter has a lower
computational complexity O(n3m logn) with the

routing table size O(n2 logn). Pointing to the mul-

ti-constrained optimal problem, Orda proposed a

precomputation algorithm by mapping the cost

to a discrete space [5]. Its complexity is O(1/eHm -

logC), where H is the longest hop number and C is

the upper bound of the cost. Some other early

algorithms have higher complexity [20]. These pre-
computation algorithms are based on distance vec-

tors and use the extended Bellman-Ford

algorithm. Therefore, they have some inherent

problems, e.g. the count-to-infinity problem, inev-

itable routing loops and a large quantity of updat-

ing information that may overload the network.

There are three major differences between

PMCP proposed in this paper and other similar
algorithms. (1) From the viewpoint of objectives

and functions, PMCP is to solve the general multi-

constrained routing problem, while some other
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algorithms require some specific scheduling

schemes [10,11] or a limited set of QoS metrics

[13,16]. (2) Viewed from the methods, PMCP is a

precomputation algorithm based on network link

states while some others are on-line algorithms
[13,16–18] or precomputation ones based on dis-

tance vectors [19]. (3) PMCP uses multiple QoS

functions that are independent of QoS requests,

and their linear characteristics guarantee to find

the shortest paths with respect to the functions eas-

ily. Some similar algorithms use only one QoS func-

tion [13,18]. They either seek for a particular linear

QoS function for a specific QoS request [13], or
emphasize how to find the shortest path with regard

to a non-linear QoS function by heuristics [18].
3. Overview of PMCP

3.1. Problem formulation

A directed graph G(V,E) presents a network. V

is the node set and the element v 2 V is called a

node representing a router in the network. E is

the set of edges representing links that connect

the routers. The element eij 2 E represents the edge

e = vi ! vj in G. In QoSR, each link has a group of

independent metrics (w0(e),w1(e), . . . ,wk�1(e)),

which is also called QoS metric w(e).

Definition 1 (Multi-constrained path). For a given

graph G(V,E), source node s, destination node t,

k P 2 and a constraint vector c = (c0,c1, . . . ,ck� 1),

the path p from s to t is called a multi-constrained

path, if wl(p) 6 cl for any l = 0,1, . . . ,k � 1. We

write w(p) 6 c in brief.

Note: w(e) and c are both k-dimensional vec-

tors. For a given QoS request and its constraint

c, QoSR seeks to find a feasible path p satisfying

w(p) 6 c based on the network state information.

The path constraints can be divided into addi-

tive constraints (e.g. cost, delay) and multiplicative

constraints (e.g. loss rate) [2], while multiplicative

constraints can be transformed into additive con-
straints by logarithm. Therefore, we only consider

additive constraints in the paper. That is to say,

for a path p = (e0,e1, . . . ,en) and l = 0,1, . . . ,k�1,
the metric wl(ei) 2 R+ satisfies the additive charac-

teristic wlðpÞ ¼
Pn

i¼0wlðeiÞ for i = 0,1, . . . ,n.
3.2. Linear QoS function

Dijkstra�s Shortest Path Tree (SPT) algorithm

has a low computational complexity [21]. However,

related to multiple metrics simultaneously, the

QoSR problem turns to be NP-complete complex-

ity, and the original Dijkstra�s algorithm cannot

solve it directly. In this case, one feasible method

is to convert the multiple metrics to a single value.

Definition 2 (Linear QoS function (LQF)). The

LQF of link e is defined as the linear function

gaðeÞ ¼
Xk�1

l¼0

alwlðeÞ; ð1Þ

where the coefficient al 2 [0,1] is independent of e

for l = 0,1, . . . ,k � 1, and satisfies
Pk�1

l¼0al ¼ 1.

The coefficient a = (a0,a1, . . . ,ak�1) that satisfies

the above conditions is called a QoS coefficient,

and ga(e) is called the QoS value of e.

Definition 3 (Least QoS-value path). For a given

graph G, a source-destination pair (s, t) and a co-
efficient a, the path pa from s to t is called the least

QoS-value path, if

gaðpaÞ ¼ min
pðs;tÞ2G

gaðpðs; tÞÞ: ð2Þ

Based on LQF, we convert the original multi-

constrained path problem to a least QoS-value

path problem. Each coefficient of LQF represents

the important degree of the corresponding metric
element in computing the SPT.

Theorem 1. For a given graph G and a coefficient

a, Dijkstra�s SPT algorithm with respect to ga(e) can

create a least QoS-value tree Ta rooted by s. The

path p along the tree Ta from s to an arbitrary node t

is a least QoS-value path.

Proof. The original Dijkstra�s algorithm guaran-

tees that a path from s to an arbitrary node t along

the tree has the least cost. Because ga(e) is a linear

function, which satisfies
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Fig. 1. An example of proposed algorithm. (a) Original

network graph, (b) a = (0,1), (c) a = (0.5,0.5), (d) a = (1,0).
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gaðe1 þ e2Þ ¼
Xk�1

l¼0

alwlðe1 þ e2Þ

¼
Xk�1

l¼0

alwlðe1Þ þ
Xk�1

l¼0

alwlðe2Þ

¼ gaðe1Þ þ gaðe2Þ;

we can calculate ga(e) for each link e first, and then

run the Dijkstra�s SPT algorithm with respect to

ga(e). Thus, a least QoS-value tree can be created.

Therefore, a path p along the least QoS-value tree

Ta from s to t must be a least QoS-value path for

coefficient a, namely ga(p) = minp(s,t)2Gga(p(s, t)). h

Theorem 2. A least QoS-value path is a dominating

path.

Proof. If path p is a least QoS-value path from s to

t, then a coefficient a exists for aw(p) 6 aw(p 0) for

any path p 0 from s to t. Since the coefficient a > 0,

then we have w(p) 6 w(p 0). Therefore, p is a dom-

inating path. h

Because there are usually a great many paths

from a given source to a given destination in a

large-scale network, path reductionmust be applied

to improve the scalability. However, it may heavily

lower the routing performance to ignore some

important paths. Being a dominating path, the least
QoS-value path has some special characteristics. It

seems to be a good method to compose the QoS

routing table with some least QoS-value paths.
3.3. Example of PMCP

Fig. 1 shows an example of the proposed algo-

rithm. In the network there are two QoS metrics,
i.e. (cost, delay). Node s is now going to construct

its QoS routing table by computing the least QoS-

value trees with respect to LQF. It first takes

a = (0,1) to find the least delay tree as shown in

Fig. 1b, where only the delay is considered. Then

it uses a = (0.5,0.5) to construct another tree in

Fig. 1c, where the cost and the delay are both con-

sidered, and in Fig. 1d it finds the least cost tree
with a = (1,0). Thus, s finds different ‘‘good’’ trees,

along which different ‘‘good’’ paths may exist for
any destination on the tree. All of these three trees

compose the final QoS routing table maintained by

s at last. When a QoS request arrives, s looks up a

feasible path in the routing table and then for-

wards the request. In this example, s cares each

QoS weight in three different degrees (i.e. 0, 0.5,
1), respectively.
4. Linear QoS function analysis

If we take the QoS coefficient a as an indepen-

dent variable, the question is changed: For a given

G and source-destination pair (s, t), when QoS coef-
ficient a reaches to all of the feasible values, what

characteristics does the set {paj"a} have? For

example, how many elements does it have and

how do they distribute? For convenience, we will

first define the QoS metric space and then present

theoretical basis of the proposed algorithm.

4.1. QoS metric space

Definition 4 (QoS metric space). Wk = W0 · W1 ·
. . . · Wk�1 is called the QoS metric space, if
wl(p) 2 Wl for any p 2 G.
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For the common condition as wl(e) 2 R+, we

take Wl = R
+, so wl(p) 2Wl for any path p. Thus,

w(p) is a point in the space Wk (i.e. w(p) 2Wk),

and {w(pa)j"a} is a point set in Wk.

Theorem 3. For a given G, a source-destination

pair (s, t), a QoS coefficient a and taking

gopt ¼
Pk�1

l¼0alwlðpaÞ, w(p) of an arbitrary path p

from s to t must be on the upside of the hyperplane

P ¼ wðpÞj
Xk�1

l¼0

alwlðpÞ ¼ gopt

( )
ð3Þ

in the space Wk.

Proof. We use the reduction to absurdity. If there

is a path p 0 with point w(p 0) on the downside of

hyperplane P, we have gopt ¼
Pk�1

l¼0alwlðpaÞ >Pk�1

l¼0alwlðp0Þ, which is contrary to gðpaÞ ¼
minpðs;tÞ2Ggðpðs; tÞÞ in Definition 3. Thus, if there

is any other path p 0 from s to t, w(p 0) must be on

the upside of the hyperplane P. h

For example, when k = 2 as shown in Fig. 2, for

the given coefficient a, we use Dijkstra�s algorithm
with respect to ga and create the least QoS-value

path pa from s to t. Drawing the perpendicular P

of the coefficient vector a crossing the point
w(pa), we get a partition of space W2. The metric

point w(p 0) of any path p 0 from s to t must be on

the upside of P as shown in Fig. 2a. We should

note that, because of the discreteness of network

topology graph, the corresponding pa is changed

discretely with the continuous change of coefficient
Fig. 2. Coefficient a and its hyperplane P. (a) w( p 0) is on the

upper side of P, (b) fixed pa with different a.
a. Thus, we can see that the mapping a# pa is not

an injection. For example in Fig. 2b, when the gi-

ven coefficient changes from a 0 to a00, the least

QoS-value path does not change, i.e. pb = pa for

any b 2 [a 0,a00] in. Therefore, the single path pa cor-
responds to the continuous set {P(b)jb 2 [a 0,a00]}

of hyperplanes.

4.2. Feasibility analysis for QoS constraint

We will give a partition of the QoS metric space

Wk, including infeasible area MNOT, feasible area

MFEASIBLE and unknown areaMUNKNOWN in this
section. Accordingly, for a given QoS request with

a constraint inWk, we can judge its feasibility and

find a feasible path for a feasible request.

Definition 5 (Infeasible area). The point set

M(a) = {wjw 2 Wk, w is in the lower side of P(a)}

is called an infeasible area determined by a given

coefficient a.

MNOT ¼
[

Pk�1

l¼0
al¼1;aP0

MðaÞ ð4Þ

is called the infeasible area.

Theorem 4. For a constraint c 2 MNOT of a request

from s to t, there is NO feasible path p satisfying
w(p) 6 c.

Proof. According to the definition of MNOT,

MNOT is the union of all M(a) with the continuous

change of coefficients a. For a given constraint

c 2 MNOT, there must be a hyperplane P(a) corre-

sponding to the coefficient vector a, so that c is on

the downside of P(a). According to Theorem 3,
any path p 0 from s to t must be on the upside of

P(a). Therefore, there is no feasible path p satisfy-

ing w(p) 6 c. h

Definition 6 (Available area). The point set

MAVL ¼ MNOT ¼
[

Pk�1

l¼0
al¼1;aP0

MðaÞ ð5Þ

is called the available area in space Wk, where

MNOT ¼ W k nMNOT is the complement of

MNOT. h
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Fig. 3 shows the relation between MAVL and

MNOT. For example, if there is only one least

QoS-value path, Fig. 3a shows the infeasible area

and the available area, where MNOT =MNOT

(a 0) [MNOT(a
00). For the common sense where

multiple least QoS-value paths exist, we should

consider that (1) multiple coefficients a may map

to a single point w(pa) and (2) a single coefficient

may also map to multiple points. For example

shown in Fig. 3b, when the coefficient changes

continuously from a 0 to a00, the least QoS-value

point keeps the same value, i.e. w(pa). It is the same

case of the least QoS-value point w(pb) when the
coefficient changes from b 0 to b00. However, the

coefficient a00, equal to b 0, has two least QoS-value

paths, i.e. pa and pb. In this case, a discrete change

of least QoS-value paths occurs. Such a discrete

change introduces a good characteristic: although

the least QoS-value points are discrete, the infeasi-

ble area is continuous.

Theorem 5. The available area MAVL is a convex

set, the metric point of an arbitrary least QoS-value

path pa is on the border of MAVL, and there must be

a coefficient a mapping to a vertex of MAVL so that

the point w(pa) is the vertex.

Proof. We prove the above three parts in turn.

(1) To prove that MAVL is a convex set (see [22]

for the definition and the characteristics of a

convex set): For a given coefficient a, the cor-

responding hyperplane divides the space Wk
Fig. 3. Infeasible area MNOT with least QoS-value paths. (a)

MNOT =MNOT (a 0) [MNOT(a
00), (b) transition from pa to pb.
into two parts and either of them is a half-

space. Thus, the available area MNOT(a) = Wkn
MNOT(a) is a convex set for each give coeffi-

cient a. On the other hand, since MAVL ¼
MNOT¼

S
jaj¼1;aP0MNOTðaÞ¼

T
jaj¼1;aP0MNOTðaÞ

and the intersection of convex sets is still a

convex set, MAVL is a convex set.

(2) To prove that an arbitrary w(pa) is on the bor-

der of MAVL: For an arbitrary w(pa), drawing

the hyperplane P(a) crossing the point w(pa)

with a being the normal vector, MAVL is on

one side of P(a) according to Theorem 3

and P(a) is the border between M(a) and
MðaÞ. Therefore, w(pa) is on the border of

MAVL.

(3) To prove that there must be a coefficient vec-

tor a mapping to a vertex of MAVL: For any

vertex "x of MAVL, because MAVL is a convex

set, there must be a hyperplane P(a). Here,

P(a) crosses the point x and MAVL is on one

side of P(a), where a is a normal vector of
the hyperplane. Because MAVL is an unlimited

set, i.e. (1,1, . . . ,1)2MAVL, MAVL must be

on the upside of P(a). Therefore, for a given

coefficient a, the point w(pa) = x must be able

to be calculated. h

Fox example shown Fig. 4a, there are multiple

least QoS-value paths with different QoS func-

tions. Thus, the available area MAVL is a convex

set and each vertex of MAVL is a least QoS-value

path.
Fig. 4. Three partitions of Wk: infeasible, unknown and

feasible areas. (a) The convexity of MAVL, (b) feasible

constraints: c 0 and c00.
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We further divideMAVL into two parts: the fea-

sible area MFEASIBLE, and the unknown area

MUNKNOWN.

Definition 7 (Feasible area MFEASIBLE).

MFEASIBLE ¼ fwðpÞj9a;wðpÞ P wðpaÞg ð6Þ
is called the feasible area.

Theorem 6. For an arbitrary constraint c of a QoS

request, there must be a feasible path if

c 2 MFEASIBLE.

Proof. From the definition of MFEASIBLE, $a that

satisfies w(pa) 6 c, so pa can be a feasible path for

the constraint c. h

Definition 8 (Unknown area MUNKNOWN).

MUNKNOWN ¼ MAVL �MFEASIBLE ð7Þ
is called unknown area.

Fig. 4b shows an example of the three partitions
in Wk. Path pa is feasible for the constraint

c 0 2MFEASIBLE because w(pa) < c
0, and pb is a fea-

sible path for c00 2MFEASIBLE because w(pa) < c
00.

We do not know the existence of a feasible path

for any constraint c 2MUNKNOWN. Thus, we di-

vide the space Wk into three areas: an infeasible

area MNOT, an unknown area MUNKNOWN and a

feasible area MFEASIBLE.
5. Algorithm description

5.1. The idea of PMCP

For a given QoS request with constraint c, there

are three possibilities for the feasibility of the re-
quest according to the position of c in the space

Wk. (1) For c 2MFEASIBLE, we know the feasibil-

ity and can find an element in the {pa} as the fea-

sible path. (2) For c 2MNOT, we know that there

is NO feasible path, so we refuse the request or

start QoS negotiation. (3) For c 2MUNKNOWN,

we do not know whether a feasible path exists.

In the following performance evaluation section,
simulations will show that the area MUNKNOWN
is small and most (95%) QoS requests will be in

the other two areas. Furthermore, we will also

demonstrate that a QoS request in MUNKNOWN

has a small opportunity to be feasible. Therefore,

we take this area as the infeasible area without
affecting the performance significantly, so we re-

fuse this kind of QoS requests.

5.2. QoS coefficient distribution

A practical algorithm cannot change a continu-

ously, so we discuss how to construct multiple QoS

coefficient a. In order to make the discrete a inde-
pendent of networks, we normalize the metrics of

each link first. That is to say, the potential maxi-

mum metric, maxe2Ewl(e), is a constant, which is

independent of l. Then, we select b uniform num-

bers in [0,1], i.e.

D ¼ f0=ðb� 1Þ; 1=ðb� 1Þ; . . . ; 1g ð8Þ
with totally b elements. Thus, we get the uniform

coefficients

A aja 2 Dk;
Xk�1

l¼0

al ¼ 1

( )
ð9Þ

as the coefficients a in the subset [0,1]k of QoS met-

ric space Wk. At last, the node, carrying out

PMCP, calculates the QoS routing table for all

a 2 A based on the network link state it maintains.

Theorem 7. The number of the elements in the QoS

coefficient set Afaja 2 Dk;
Pk�1

l¼0al ¼ 1g is

jAj ¼ Ck�1
bþk�2: ð10Þ

Proof. There are b elements in set D = {0/(b � 1),

1/(b � 1), . . . ,1}, and they are uniform in [0,1]. We

have a 2 Dk,
Pk�1

l¼0al ¼ 1 ¼ ðb� 1Þ=ðb� 1Þ. Thus,
if we take each 1/(b � 1) as a ball, the set D can be

considered as D={0 ball, 1 ball, 2 balls, . . . ,(b � 1)
balls}. The total number of the balls represented

by the coefficient a is (b � 1). Additionally, the

meaning of al1 is different to that of al2 for l15l2.

Therefore, we can equate jAj with the number

of the methods to put (b � 1) same balls into k

different boxes, where each box can contain an

arbitrary number of balls. According to the
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combinatorics, there are Ck�1
bþk�2 ¼ ðbþ k � 2Þ!=

ðb� 1Þ!ðk � 1Þ! different methods to put the balls

[23], i.e. jAj ¼ Ck�1
bþk�2. h

We denote B as the number of LQFs, i.e.
B ¼ jAj ¼ Ck�1

bþk�2. For the k-constrained routing

problem, node s first constructs B QoS coefficients.

Then s computes the least QoS-value tree for each

coefficient, respectively, and saves the path from s

to each destination node t in the network along the

tree to the QoS routing table. Thus, there are at

most B different paths from s to each destination

t. When a QoS request arrives at s, s only needs
to look up a feasible path satisfying k constraints

in the routing table.

5.3. Description of PMCP

We propose the precomputation algorithm,

PMCP, for the k-constrained routing problem as

shown in Fig. 5. G is the network graph with K
metrics, s is the node running PMCP, and (b � 1)

is the number of degrees to which each weight is

cared. The algorithm includes two parts. (1) A

number B of QoS coefficients a = (a0,a1, . . . ,ak�1)

are constructed according to the configuration of

b (Line 1, 2, 8–11). (2) A part of QoS routing table

is calculated with respect to each coefficient a (Line

3–7). This includes the following steps: (i) For the
given G and each coefficient a, calculate the QoS-

value ga(e) for each link (Line 3–4). (ii) Use Dijk-
Fig. 5. The proposed PMCP.
stra�s algorithm to compute a least QoS-value tree

Ta rooted by node s regarding LQF ga (Line 6).

(iii) Save the path from s to each node along Ta
to QoS routing table (Line 6–7).

Because the linear function ga(e) satisfies the iso-
tonicity, there are no routing loops in the routing

table calculated by node s [24]. Therefore, in the

source routing scheme, PMCP can avoid routing

loops even when different nodes have the inconsis-

tent copies of network state information. However,

for distributed routing we need the consistence of

the network state information in different nodes.

If all nodes use the routing table entries generated
with same ga(e) to forward a specific QoS request

hop by hop, routing loops are avoided.

We analyze the computational complexity of

PMCP to calculate QoS routing table. In a net-

work graph G with k QoS metrics, the node num-

ber is n = jVj and the edge number is m = jEj. Step
(i) has the complexity of O(m). Step (ii) is

O(n logn + m) with the improved Dijkstra�s algo-
rithm and step (iii) is O(n). The number of coeffi-

cients is B ¼ Ck�1
bþk�2 (Theorem 7). As a result,

including the recursive part, the overall computa-

tional complexity of PMCP is OðCk�1
bþk�2ðmþ

n log nþ nÞÞ, which is B ¼ Ck�1
bþk�2 times the original

Dijkstra�s algorithm with a single metric. In a gen-

eral situation, there are only a few kinds of path

constraints, e.g. cost, delay, jitter, and loss rate.
Therefore, k will not be very large and complexity

of PMCP is acceptable.

Since the value B ¼ Ck�1
bþk�2 is important to

PMCP, we will further show the relation between

B and the performance by extensive simulations,

which show that PMCP performs well when B is

small (e.g. when k = 2, we let B = b = 7).

5.4. QoS routing table lookup

We now analyze the computational complexity

to look up a feasible path in the QoS routing table.

As we analyzed above, there are totally B paths

from a given source to any destination at most. Be-

cause the QoS routing table saves k metrics, a fea-

sible path can be selected with the current packet
classification technique in multiple dimensions in

a constant computational complexity [25]. That

is to say, it only needs to access the memory for
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d times to find a route, where d is the reduction of

ranges to prefix lookup.

Moreover, considering the staleness of the net-

work state information and the routing table, we

can select a path by maximizing the feasibility of
the selected path from the routing table as the fol-

lowing method:

pselected max
k�1

l¼0

cl
wlðpselectedÞ

¼ min
B�1

i¼0
max
k�1

l¼0

cl
wlðpiÞ


����
� �

:

ð11Þ
If multiple pselected exist, a path may be selected

randomly from {pselected}.

We can first save all of the B paths to each des-
tination together, and then use a traditional look-

up method to address these B paths via the

destination IP address of the request. The compu-

tational complexity of finding the selected feasible

path in expression (11) is O(Bk). However, Rout-

ing table lookup is often implemented by hard-

ware, especially in core routers. When a request

with the constraint c arrives at a router, the current
special hardware (e.g. TCAM [26]) can find these B

paths via the destination IP address of the request

with the computational complexity of O(1). For

the simple comparison in expression (11), hard-

ware can find the selected feasible path parallel

in O(1) complexity with Bk pipelines.

PMCP can also be used to solve the multi-

constrained optimal path routing problem with a
proper objective function in routing table lookup

procedure. Assuming that w0 represents the cost

and w1,w2, . . . ,wk�1 represent (k � 1) different path

constraints, we select the feasible optimal path from

these B paths by minimizing the objective function

f ðpoptÞ ¼ minðw0ðpiÞÞ; ð12Þ

where wl(pi) 6 cl for l = 1,2, . . . ,k�1. The compu-

tational complexity of the procedure is O(Bk).
Similar to the above method, using special hard-

ware can also achieve O(1) complexity with Bk

pipelines.
6. Performance evaluation

The routing performance of QoSR algorithms is
often evaluated by two methods. (1) Competitive
ratio, which indicates how well a heuristic algo-

rithm performs, is defined as the ratio of the num-

ber of requests satisfied by using a heuristic

algorithm and the number of requests satisfied

by using an exhaustive algorithm. (2) Success ratio
(SR) is defined as the ratio of the number of re-

quests satisfied by using a heuristic algorithm

and the total number of requests generated.

The difference between the two methods is the

feasibility of the requests being the denominator

in theory. Both have shortcomings because the

evaluation depends heavily on the generated con-

straints of the requests, e.g. the distribution of con-
straints. For a large-scale network, it is difficult to

judge the theoretical feasibility of a request, so SR

is used widely in most cases. Because different dis-

tributions of the requests are used in different pa-

pers, the absolute value of SR are useless, while

only the comparison with the same network makes

sense. Therefore, in this section we present the pro-

portion of the unknown-area, which is indepen-
dent of QoS requests, to show the performance

evaluation of PMCP.

Recalling the three partitions of the QoS metric

space Wk by PMCP, if the size of area MNOT is

large, we cannot say that PMCP performs badly

because the state of the network may cause the

infeasibility for too strict requests. Similarly, a

large area of MFEASIBLE neither proves that
PMCP performs well, since the network may have

a good path p with w(p) � 0. Because PMCP can-

not determine the feasibility of a request with the

constraint inMUNKNOWN, the size ofMUNKNOWN

represents the performance of PMCP. The smaller

MUNKNOWN area is, the better PMCP performs.

Therefore, we take MUNKNOWN in Fig. 3b as

the inefficiency of PMCP and analyze the propor-
tion of this area to the whole area. MUNKNOWN is

an triangle area in theory by changing coefficient a

continuously, but for the limited number of dis-

crete a, MUNKNOWN extends to M 0
UNKNOWN at

most as shown in Fig. 6a because we cannot guar-

antee the nonexistence of least QoS-value paths in

triangle A and B. M 0
UNKNOWN is a limited space

while MNOT and MFEASIBLE are unlimited spaces.
For a given (s, t) pair, we use Dijkstra�s algorithm
to construct the shortest path pl with respect to wl.

The unknown-area proportion is defined as



Fig. 6. Unknown area proportion. (a) Increase of unknown

area, (b) the area we consider.
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Pr¼M 0
UNKNOWN=ðMNOTþMFEASIBLEþM 0

UNKNOWNÞ
ð13Þ

in the subset {xj0 6 xl 6 2wl(pl), x 2Wk, l = 0,1,

. . . ,k � 1} shown as the rectangle enclosed by the

gray dashed line in Fig. 6b.

In each group of these experiments with a node

number N being 50, 100, 200 and 500 respectively,
we generate 10 pure random network graphs

[27,28] with k metrics for each link, where

wl(e) � uniform [1,1000] for l = 1,2, . . . ,k, and

wl(e) have no correlation for different e or l. In

each graph, we select source-destination node pair
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Fig. 7. The performance evaluat
(s, t) 100 times (a particular node can be selected

more than once), where we guarantee that the min-

imum hop is not less than two. Each source node s

use our PMCP to calculate least QoS-value tree for

B ¼ Ck�1
bþk�2 times with B different QoS coefficients

a.

Fig. 7 shows the average unknown-area propor-

tion Pr with the 95% confidence interval for 10

random graphs. The X-axis represents the number

of the degrees to care each weight and the Y-axis is

Pr. As shown in this figure, (1) the proportion of

unknown area is small; (2) Pr decreases rapidly

to a constant value when b increases. This shows
that in practice, to ensure high performance, we

only need a few uniform coefficients a to find en-

ough paths of different characteristics, e.g. when

k = 2, B = b = 7. With larger b, most of the newly

found paths are reduplications, which cannot de-

crease Pr furthermore. This is consistent with the

conclusion in [19]. (3) In large-scale networks, Pr

decreases when the number of metrics k increases,
and the larger the k, the smaller the change that Pr

decreases with b increasing. This shows that in

multiple dimensions, when b is small, we use a

number ðB ¼ Ck�1
bþk�2Þ of coefficients. Therefore,

PMCP performs well with a small b in multiple

dimensions. (4) With the increase of node number
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ion of proposed algorithm.
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N, b plays a more significant role to the perfor-

mance. The reason is that in larger networks, more

paths are available between a particular (s, t) pair

and the possibility to optimize a particular metric
increases.

We have demonstrated that the unknown-area

proportion Pr is small, and now we demonstrate

that the feasibility for a request c 2MUNKNOWN

is also small. First, we generate some constraints

within the unknown area in Fig. 6 randomly.

Then, we use H_MCOP [18] to seek feasible paths

for each request. Fig. 8 shows the SR with k = 2,
i.e. 2-constrained routing. When b = 7, the success

ratio is less than 5% so that most requests may be

inherently infeasible.

Having established that (1) the unknown-area

proportion is small, and (2) a request within the

unknown area has a low feasibility, PMCP can re-

fuse the requests within the unknown area with a

small probability of misjudgment (refuse feasible
requests). As a result, PMCP performs well. Since

the probability of misjudgment is small, the mis-

judgment is no longer the major factor that de-

creases the performance. Instead, the inherent

staleness of network-state information based on

which QoSR operates may be the major factor in

practice [29].
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Fig. 10. Performance comparison with random constraints

(two constraints).
7. Comparative study

Having showed the performance evaluation of

PMCP, we then give a comparative study in this

section. From the related work in Section 2, it is

seen that there are only a few precomputation

algorithms for QoSR at present. Some of them
tend to have the prohibitive computational com-

plexity or low performance, and some are based

on distance vectors, so they are not fit for large-

scale networks. In order to show the performance

of PMCP, we compare PMCP with H_MCOP [18],
which is also based on Dijkstra�s algorithm.

7.1. Performance comparison with random

constraints

We generate the constraints of requests to com-

pare the two algorithms by the method in [18]. For

a given (s, t) pair, we use Dijkstra�s algorithm to
calculate the shortest path pl with respect to wl,

respectively. We then generate the constraints

randomly for each (s, t) pair: cl+1 � uniform

[0.8wl+1(pl),1.2wl+1 (pl)]. The shadowed area in

Fig. 9 shows the constraints generated in two

dimensions.

Fig. 10 shows the success ratio in 2-constrained

routing. When b = 7, the SR of PMCP is higher
than that of H_MCOP. Table 1 shows the cases



Table 1

Performance comparison with random constraints (multiple

constraints)

SR(%) k = 2 k = 3 k = 4 k = 5

N = 50 b = 3 91.8 79.7 64.4 55.7

b = 7 92.8 80.5 64.7 55.8

H_MCOP 92.5 80.0 64.2 55.6

N = 100 b = 3 91.0 73.0 61.8 51.6

b = 7 92.2 73.7 62.7 52.3

H_MCOP 91.9 73.5 62.0 50.8

N = 200 b = 3 88.2 73.4 59.4 47.8

b = 7 90.0 75.0 60.9 49.9

H_MCOP 89.9 73.8 59.9 48.2
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in multiple dimensions, i.e. k-constrained routing.

With larger metric number k, the performance of

both algorithms decreases rapidly since more re-

quests generated by this random method are inher-

ently infeasible. However, PMCP performs better

than H_MCOP when b is small with a rela-

tively large k (e.g. when k = 5, we choose b = 3).
These results further confirm the conclusion of

Section 6.

7.2. Performance comparison with simulated

constraints

Because the routing performance depends on

the distribution that the generated QoS constraints
obey, experimental results in different papers can-

not be compared directly with others. However,

the Internet does not have a typical topology or

traffic model [30], and we are even more short of

knowledge about the constraints of the upcoming

QoS applications. Therefore, it is difficult to give

a reasonable model and a distribution of the con-
88
90
92
94
96
98

100
102

2 3 4 5 6 k

SR

b=3 b=5

b=7 H_MCOP

88
90
92
94
96
98

100
102

2 3 4

SR

b=

b=

N=50 N=10

Fig. 11. Performance comparison
straints. Nevertheless, we know that most QoS

applications care different weights to different de-

grees. For example, file transfer applications may

care the loss rate to a much higher degree than de-

lay since a packet loss cuts down the transmission
speed heavily. On the other hand, multimedia

applications may take delay as the most important

parameter. The distribution of constraints in Fig. 9

does not consider this aspect, and it can generate

constraints only round the middle between the w0

axis and w1 axis. For example, it cannot generate

a constraint, whose w0 is as important as three

times w1.
We use the method of weight ratio simulation

to generate the constraint for a given pair (s, t).

First, we assume that each QoS application has a

coefficient a. The normalized al/(a0 + � � � + ak�1)

presents the degree, to which this application cares

the weight wl. Based on this assumption, we use

the LQF ga (Definition 2) to construct a constraint

for a QoS request. For a given (s, t), we use Dijk-
stra�s algorithm to calculate the least QoS-value

path pa(s, t) and take its metric w(pa(s, t)) as the

QoS constraint of (s, t), i.e. c(s, t) = w(pa(s, t)). Be-

cause a request with the simulated constraint must

be feasible (e.g. pa(s, t) is a feasible path), SR,

showing the absolute performance, is equal to

the competitive ratio.

We simulate the network graphs and (s, t) pairs
as we did in the experiments of Fig. 7, and take

al � uniform(0,1). Fig. 11 shows the SR of these

QoS requests we simulate. The experiment shows

that PMCP overmatches H_MCOP, and PMCP

has a good scalability since it is insensitive not only

to the network scale, but also to the constraint

number k.
5 6 k
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with simulated constraints.
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7.3. Computational complexity and running time

comparison

On the aspect of computational complexity,

H_MCOP is O(km logkn + n logn + (k2 + 1)m)
with k-shortest path algorithm [31], while PMCP

is O(B(m + n logn + n)). For given B = 7 when

k = 2, PMCP is better than H_MCOP.

On the running time in practical experiments

with 500-node graphs, H_MCOP spends 15.3ms

in finding one path for a specific request averagely.

PMCP only spends a comparable longer time as

51.8ms in calculating the entire routing table to
all destinations in the network, which can satisfy

following different QoS requests. For example, if

there are (N � 1) requests on a source node to

the other (N � 1) nodes in the network, the run-

ning time of PMCP keeps fixed while that of

H_MCOP increases (N � 1) times.
8. Conclusion

The multi-constrained routing problem has an

NP-complete complexity. We propose a novel in-

tra-domain precomputation algorithm PMCP

based on linear QoS functions. With this algo-

rithm, a router constructs a number (B) of uniform

coefficients to construct B linear QoS functions. It
then calculates B least QoS-value trees to compose

the QoS routing table with computational com-

plexity O(B(m + n logn + n)). The size of the QoS

routing table is less than or equal to B times that

of the current routing table with a single cost.

When a request arrives at the router, the router

looks up a feasible path in the routing table and

forwards the request accordingly.
In this paper, we analyze the linear QoS func-

tions and partition the k-dimensional QoS metric

space into three parts: an infeasible area, an un-

known area and a feasible area. Based on the par-

tition, a mathematical model is introduced to

determine the feasibility of a request judged by

the continuous change of k-dimensional LQF.

After the algorithm is presented, we analyze the
method to select the optimal feasible path from

the routing table. An objective function of routing

table lookup, which can be implemented in O(1)
computational complexity by special hardware, is

introduced to extend PMCP to solve the multi-

constrained optimal-cost problem. The perfor-

mance of PMCP is evaluated with the unknown-

area proportion. Additionally, we show its com-
parative performance with the constraints of QoS

requests generated by both the random method

and metric-ratio simulation, respectively.

Since PMCP has a low computational complex-

ity and uses precomputation scheme, it has a good

scalability in the number of QoS constraints, the

network scale and the packet arrival speed in

next-generation networks. Extensive simulation re-
sults further confirm its scalability and the perfor-

mance. Furthermore, PMCP is consistent with the

routing architecture in the current Internet. In or-

der to run PMCP, a router only needs to replace

the traditional cost by the QoS value in SPT

calculation.
Acknowledgement

The authors would like to thank the editor of

Computer Networks and the anonymous review-

ers for their valuable comments.
References

[1] X. Xiao, L.M. Ni, Internet QoS: a big picture, IEEE

Network 13 (2) (1999) 8–18.

[2] Y. Cui, J.P. Wu, K. Xu, et al., Research on internetwork

QoS routing algorithms: a survey, Chinese Journal of

Software 13 (11) (2002) 2065–2076.

[3] M.S. Garey, D.S. Johnson, Computers and Intractability:

A Guide to the Theory of NP-completeness, W.H. Free-

man, New York, 1979.

[4] Z. Wang, J. Crowcroft, Quality-of-service routing for

supporting multimedia applications, IEEE Journal on

Selected Areas in Communications 14 (7) (1996) 1228–1234.

[5] A. Orda, A. Sprintson, QoS routing: the precomputation

perspective, IEEE INFOCOM�00, vol. 1, 2000, pp. 128–
136.

[6] S. Chen, K. Nahrstedt, An overview of quality-of-service

routing for next-generation high-speed networks: problems

and solutions, IEEE Network 12 (6) (1998) 64–79.

[7] J. Bennett, H. Zhang, Hierarchical packet fair queueing

algorithms, ACM SIGCOMM�96, August 1996.

[8] L. Zhang, Virtual clock: A new traffic control algorithm for

packet switching networks, ACM SIGCOMM�90, Septem-

ber 1990, pp. 19–29.



Y. Cui et al. / Computer Networks 47 (2005) 923–937 937
[9] Q. Ma, P. Steenkiste, Quality-of-service routing with

performance guarantees. 4th International IFIP Workshop

on Quality of Service, May 1997.

[10] C. Pornavalai, G. Chakraborty, N. Shiratori, QoS based

routing algorithm in integrated services packet networks,

IEEE ICNP�97, Atlanta, GA, 1997.

[11] A. Orda, Routing with end-to-end QoS guarantees in

broadband networks, IEEE/ACM Transactions on Net-

working 7 (3) (1999) 365–374.

[12] H.F. Salama, D.S. Reeves, Y. Viniotis, A distributed

algorithm for delay-constrained unicast routing, IEEE

INFOCOM�97, Japan, April 1997.

[13] J.M. Jaffe, Algorithms for finding paths with multiple

constraints, IEEE Networks 14 (1984) 95–116.

[14] D. Raz, Y. Shavitt, Optimal partition of QoS requirements

with discrete cost functions, IEEE INFOCOM�00, vol. 2,
2000, pp. 613–622.

[15] H. Lorenz, A. Orda, D. Raz, Y. Shavitt, Efficient QoS

partition and routing of unicast and multicast, IWQoS

2000, June 2000.

[16] H. de Neve, P. Van Mieghem, A multiple quality of service

routing algorithm for PNNI, IEEE ATM Workshop

Proceedings, 1998.

[17] P. Van Mieghem, H. de Neve, F. Kuipers, Hop-by-hop

quality of service routing, Computer Netwroks 37 (2001)

407–423.

[18] T. Korkmaz, M. Krunz, Multi-constrained optimal path

selection, IEEE INFOCOM�01, vol. 2, 2001, pp. 834–843.
[19] X. Yuan, X. Liu, Heuristic algorithms for multi-con-

strained quality of service routing, IEEE INFOCOM�01,
vol. 2, 2001, pp. 844–853.

[20] A. Shaikh, J. Rexford, K.Shin, Efficient precomputation of

quality-of- service routes, in: Proceedings of Workshop on

Network and Operating Systems Support for Audio and

Video (NOSSDAV�98), Cambridge, England, July 1998.

[21] E. Dijkstra, A note on two problems in connetion with

graphs, Numerische Mathematik 1 (1959) 269–271.

[22] E. Kreyszig, Introductory Functional Analysis with Appli-

cations, Wiley, New York, 1978.

[23] R.A. Brualdi, Introductory Combinatorics, third ed.,

Prentice Hall, Upper Saddle River, NJ, 1999.

[24] J.L. Sobrinho, Algebra and algorithms for QoS path

computation and hop-by-hop routing in the internet, IEEE

INFOCOM�01, vol. 2, 2001, pp. 727–735.
[25] P. Gupta, N. Mckeown, Algorithms for packet classifica-

tion, IEEE Network 15 (2) (2001) 24–32.

[26] M. Kobayashi, T. Murase, A. Kuriyama, A longest prefix

match search engine for multi-gigabit IP, IEEE ICC�00
(2000).

[27] E.W. Zegura, K.L. Calvert, S. Bhattacharjee, How to

model an internetwork, IEEE INFOCOM�96, vol. 2, 1996,
pp. 594–602.

[28] E.W. Zegura, K.L. Calvert, M.J. Donahoo, A quantitative

comparison of graph-based models for Internet topology,
IEEE/ACM Transactions on Networking 5 (6) (1997) 770–

783.

[29] A. Shaikh, J. Rexford, K.G. Shin, Evaluating the impact

of stale link state on quality-of-service routing, IEEE/ACM

Transactions on Networking 9 (2) (2001) 162–176.

[30] S. Floyd, V. Paxson, Difficulties in simulating the internet,

IEEE/ACM Transactions on Networking 9 (4) (2001) 392–

403.

[31] E.I. Chong, S.R. Sanjeev Rao Maddila, S.T. Morley, On

finding single-source single-destination shortest paths, in

the Seventh International Conference on Computing and

Information (ICCI�95), July 1995, pp. 40–47.

Yong Cui, male, born in 1976, received
the B.S., M.S. and Ph.D. degrees in
computer science from Tsinghua Uni-
versity, P. R. China, in 1999, 2001 and
2004 respectively. He is now an assis-
tant professor in the Department of
Computer Science of Tsinghua Uni-
versity. During his Ph.D. study, he
published 20 technical papers in jour-
nals and international conferences. He
has also applied for several patents in
China. His major research interests
include computer network architec-

ture, distributed routing protocols, QoS routing and core rou-

ters. He is an IEEE member.

Jianping Wu, male, born in 1953. He
received master and doctor degrees in
computer science from Tsinghua Uni-
versity. He is a full professor in the
Department of Computer Science,
Tsinghua University. In the research
areas of the network architecture, high
performance routing and switching,
protocol testing and formal methods,
he has published more than 200 tech-
nical papers in the academic journals
and proceedings of international
conferences.
Ke Xu, male, born in Jiangsu,
P.R.China, in 1974. He received the
B.S., M.S. and Ph.D. degrees in com-
puter science from Tsinghua Univer-
sity, China in 1996, 1998 and 2001
respectively. Currently he is an Assis-
tant Professor in the department of
computer science of Tsinghua Univer-
sity. His researching interests include
high-speed networks, switch and rou-
ter architecture, QoS routing and
congestion control. He is a member of
IEEE and IEEE Communication
Society.


	Precomputation for intra-domain QoS routing
	Introduction
	Related work
	Overview of PMCP
	Problem formulation
	Linear QoS function
	Example of PMCP

	Linear QoS function analysis
	QoS metric space
	Feasibility analysis for QoS constraint

	Algorithm description
	The idea of PMCP
	QoS coefficient distribution
	Description of PMCP
	QoS routing table lookup

	Performance evaluation
	Comparative study
	Performance comparison with random constraints
	Performance comparison with simulated constraints
	Computational complexity and running time comparison

	Conclusion
	Acknowledgement
	References


